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Abstract:  Natural language refers to the language that humans use to communicate with each other. Natural language Processing 

(NLP) is the area of processing this human language and how computers can understand this language. NLP is a very active area of 

research. It is defined as Natural Language Processing is a theoretically motivated range of computational techniques for analyzing 

and representing naturally occurring texts at one or more levels of linguistic analysis for the purpose of achieving human-like language 

processing for a range of tasks or applications. In this paper various approaches of NLP, its applications and Challenges are discussed. 
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____________________________________________________________________________________________________ 

1. INTRODUCTION  

 

     Natural Language Processing (NLP) is the computerized approach to analyzing text that is based on both a set of theories and 
a set of technologies. And, being a very active area of research and development, there is not a single agreed-upon definition that 
would satisfy everyone, but there are some aspects, which would be part of any knowledgeable person’s definition. ‘Human-like 
language processing’ reveals that NLP is considered a discipline within Artificial Intelligence (AI). And while the full lineage of 
NLP does depend on a number of other disciplines, since NLP strives for human-like performance, it is appropriate to consider it 
an AI discipline. The goal of NLP as stated above is “to accomplish human-like language processing”. The choice of the word 
‘processing’ is very deliberate, and should not be replaced with ‘understanding’. For although the field of NLP was originally 
referred to as Natural Language Understanding (NLU) in the early days of AI, it is well agreed today that while the goal of NLP is 
true NLU, that goal has not yet been accomplished. The foundations of NLP lie in a number of disciplines, viz. computer and 
information sciences, linguistics, mathematics, electrical and electronic engineering, artificial intelligence and robotics, 
psychology, etc. Applications of NLP include a number of fields of studies, such as machine translation, natural language text 
processing and summarization, user interfaces, multilingual and cross language information retrieval (CLIR), speech recognition, 
artificial intelligence and exp ert systems, and so on. While the entire field is referred to as Natural Language Processing, there 
are in fact two distinct focuses – language processing and language generation. The first of these refers to the analysis of 
language for the purpose of producing a meaningful representation, while the latter refers to the production of language from a 
representation. The task of Natural Language Processing is equivalent to the role of reader/listener, while the task of Natural 
Language Generation is that of the writer/speaker. While much of the theory and technology are shared by these two divisions, 
Natural Language Generation also requires a planning capability. That is, the generation system requires a plan or model of the 
goal of the interaction in order to decide what the system should generate at each point in an interaction. We will focus on the 
task of natural language analysis, as this is most relevant to Library and Information Science. 

 

2. LEVELS OF NATURAL LANGUAGE PROCESSING 
 

The most explanatory method for presenting what actually happens within a Natural Language Processing system is by means of the 
‘levels of language’ approach. This is also referred to as the synchronic model of language and is distinguished from the earlier 
sequential model, which hypothesizes that the levels of human language processing follow one another in a strictly sequential 
manner. Psycholinguistic research suggests that language processing is much more dynamic, as the levels can interact in a variety of 
orders. Of necessity, the following description of levels will be presented sequentially. The key point here is that meaning is 
conveyed by each and every level of language and that since humans have been shown to use all levels of language to gain 
understanding, the more capable an NLP system is, the more levels of language it will utilize. Phonology This level deals with the 
interpretation of speech sounds within and across words. There are, in fact, three types of rules used in phonological analysis: 1) 
phonetic rules – for sounds within words; 2) phonemic rules – for variations of pronunciation when words are spoken together, and;3) 
prosodic rules – for fluctuation in stress and intonation across a sentence. In an NLP system that accepts spoken input, the sound 
waves are analyzed and encoded into a digitized signal for interpretation by various rules or by comparison to the particular language 
model being utilized. 
 

Morphology 

This level deals with the componential nature of words, which are composed of morphemes – the smallest units of meaning. For example, 
the word preregistration can be morphologically analyzed into three separate morphemes: the prefix pre, the root registra, and the suffix 
tion. Since the meaning of each morpheme remains the same across words, humans can break down an unknown word into its constituent 
morphemes in order to understand its meaning. 
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Lexical 

At this level, humans, as well as NLP systems, interpret the meaning of individual words. Several types of processing contribute to word-
level understanding – the first of these being assignment of a single part-of-speech tag to each word. In this processing, words that can 
function as more than one part-of-speech are assigned the most probable part-of speech tag based on the context in which they occur. 
Additionally at the lexical level, those words that have only one possible sense or meaning can be replaced by a semantic representation of that 
meaning. The nature of the representation varies according to the semantic theory utilized in the NLP system. The following representation of 
the meaning of the word launch is in the form of logical predicates. As can be observed, a single lexical unit is decomposed into its more 
basic properties. Given that there is a set of semantic primitives used across all words, these simplified lexical representations make it possible 
to unify meaning across words and to produce complex interpretations, much the same as humans do. 
 

Syntactic 

This level focuses on analyzing the words in a sentence so as to uncover the grammatical structure of the sentence. This requires both a 
grammar and a parser. The output of this level of processing is a (possibly delinearized) representation of the sentence that reveals the 
structural dependency relationships between the words. There are various grammars that can be utilized, and which will, in turn, impact the 
choice of a parser. Not all NLP applications require a full parse of sentences, therefore the remaining challenges in parsing of prepositional 
phrase attachment and conjunction scoping no longer stymie those applications for which phrasal and clausal dependencies are sufficient. 
 

Discourse 

While syntax and semantics work with sentence-length units, the discourse level of NLP works with units of text longer than a sentence. That 
is, it does not interpret multi sentence texts as just concatenated sentences, each of which can be interpreted singly. Rather, discourse focuses 
on the properties of the text as a whole that convey meaning by making connections between component sentences. Several types of 
discourse processing can occur at this level, two of the most common being anaphora resolution and discourse/text structure recognition. 
 

Pragmatic 

This level is concerned with the purposeful use of language in situations and utilizes context over and above the contents of the text for 
understanding The goal is to explain how extra meaning is read into texts without actually being encoded in them. This requires much world 
knowledge, including the understanding of intentions, plans, and goals. Some NLP applications may utilize knowledge bases and inferencing 
modules. For example, the following two sentences require resolution of the anaphoric term ‘they’, but this resolution requires pragmatic or 
world knowledge.    
      

   

       2. GENERAL APPROACHES OF NLP 

         

           Natural language processing approaches fall roughly into four categories: symbolic, statistical, connectionist, and hybrid. Symbolic and 

statistical approaches have coexisted since the early days of this field. Connectionist NLP work first appeared in the 1960’s. For a long time, 

symbolic approaches dominated the field. In the 1980’s, statistical approaches regained popularity as a result of the availability of critical 

computational resources and the need to deal with broad, real-world contexts. 

 

Symbolic Approach 

Symbolic approaches perform deep analysis of linguistic phenomena and are based on explicit representation of facts about 
language through well-understood knowledge representation schemes and associated algorithms. In fact, the description of the 
levels of language analysis in the preceding section is given from a symbolic perspective. The primary source of evidence in 
symbolic systems comes from human-developed rules and lexicons. 

 

Statistical Approach 

Statistical approaches employ various mathematical techniques and often use large text corpora to develop approximate 

generalized models of linguistic phenomena based on actual examples of these phenomena provided by the text corpora without 

adding significant linguistic or world knowledge. In contrast to symbolic approaches, statistical approaches use observable data 

as the primary source of evidence. 

 

      Connectionist Approach 

Similar to the statistical approaches, connectionist approaches also develop generalized models from examples of linguistic phenomena. What 

separates connectionism from other statistical methods is that connectionist models combine statistical learning with various theories of 

representation - thus the connectionist representations allow transformation, inference, and manipulation of logic formulae. 

 

     

3.  Applications 
 

Natural language processing provides both theory and implementations for a range of applications. In fact, any application that 

utilizes text is a candidate for NLP. The most frequent applications utilizing NLP include the following:
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1. Information Retrieval – given the significant presence of text in this application, it is surprising that so few implementations 

utilize NLP. Recently, statistical approaches for accomplishing NLP have seen more utilization, but few systems other than 

those. 

2. Information Extraction (IE) – a more recent application area, IE focuses on the recognition, tagging, and extraction into a 

structured representation, certain key elements of information, e.g. persons, companies, locations, organizations, from large 

collections of text. These extractions can then be utilized for a range of applications including question-answering, 

visualization, and data mining. 

3. Question-Answering – in contrast to Information Retrieval, which provides a list of potentially relevant documents in 

response to a user’s query, question-answering provides the user with either just the text of the answer itself or answer-

providing passages. 

4. Summarization – the higher levels of NLP, particularly the discourse level, can empower an implementation that reduces a 

larger text into a shorter, yet richly constituted abbreviated narrative representation of the original document. 

    

      

  . 
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